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Roots of EquationsRoots of Equations
Part 2

•Why?y
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Nonlinear Equation 
Solvers

Bracketing Graphical Open Methods

Bisection Newton Raphson
False Position 
(Regula-Falsi) Secant

All Iterative

Copyright © 2006 The McGraw-Hill Companies, Inc.  Permission required for reproduction or display.

by Martin Mendez, 
UASLP

3



Example 5.1
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Bracketing Methods
(Or two point methods for finding roots)(Or, two point methods for finding roots)

T i iti l f th• Two initial guesses for the 
root are required. These 
guesses must “bracket” or 
b ith id f th tbe on either side of the root.

• If one root of a real and 
continuous function, f(x)=0, 
i b d d b lis bounded by values x=xl, x
=xu then 
f(xl) . f(xu) <0. (The function ( l) ( u) (
changes sign on opposite sides of the 
root)
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No answer (No root)( )

Nice case (one root)

O !! (t t !!)Oops!!  (two roots!!)

Three roots( MightThree roots( Might 
work for a while!!)
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Figure 5.3

Two roots( Might 
work for a while!!)

DiscontinuousDiscontinuous 
function. Need 
special method
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MANY-MANY roots. What do we 
do? 

f(x)=sin 10x+cos 3x
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The Bisection MethodThe Bisection Method
For the arbitrary equation of one variable f(x)=0For the arbitrary equation of one variable, f(x)=0
1. Pick xl and xu such that they bound the root of 

interest, check if f(xl).f(xu) <0.

2. Estimate the root by evaluating f[(xl+xu)/2].

3 Find the pair3. Find the pair 
• If f(xl). f[(xl+xu)/2]<0, root lies in the lower interval, 

th ( + )/2 d t t 2
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• If f(x ) f[(x +x )/2]>0 root• If f(xl). f[(xl+xu)/2]>0, root 
lies in the upper interval, then 
xl= [(xl+xu)/2, go to step 2.l [( l u) , g p

• If f(xl). f[(xl+xu)/2]=0, then 2
ul

l
xxx +

−( l). [( l u)/ ] 0, t e
root is (xl+xu)/2 and 
terminate.
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Evaluation of MethodEvaluation of Method

Pros
• Easy

Cons
• Slowy

• Always find root
• Number of iterations

• Know a and b that 
bound root• Number of iterations 

required to attain an 
absolute error can be

bound root
• Multiple roots

N t i t k fabsolute error can be 
computed a priori. 

• No account is taken of 
f(xl) and f(xu), if f(xl) is 
l t it i lik lcloser to zero, it is likely 

that root is closer to xl .
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How Many Iterations will It Take?How Many Iterations will It Take?

• Length of the first Interval Lo=b-a
• After 1 iteration L1=L /2After 1 iteration L1 Lo/2
• After 2 iterations L2=Lo/4

• After k iterations L =L /2k• After k iterations Lk Lo/2

sa
k

a x
L εεε ≤×≤ %100
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• If the absolute magnitude of the error is 

410
%100

−=
⋅ xsε

and Lo=2, how many iterations will you 
%100

have to do to get the required accuracy in 
the solution? 

153.141022210 44 =≅⇒×=⇒=− kk
k2k
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The False-Position Method
(Regula-Falsi)

• If a real root is 
bounded by xl and x ofbounded by xl and xu of 
f(x)=0,

Th• Then we can 
approximate the 
solution by doing a 
linear interpolationlinear interpolation 
between the points [xl, 
f(xl)] and [xu, f(xu)] 

• to find the xr value 
such that l(xr)=0, l(x) is 
h lithe linear 

approximation of f(x).
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ProcedureProcedure
1. Find a pair of values of x, xl and xu such that p , l u

fl=f(xl) <0 and fu=f(xu) >0.
2 Estimate the value of the root from the2. Estimate the value of the root from the 

following formula (Refer to Box 5.1)

and evaluate f(xr).( r)
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3. Use the new point to replace one of the 
original points, keeping the two points on 
opposite sides of the x axis.

If f(xr)<0 then xl=xr == > fl=f(xr)

If f(xr)>0 then xu=xr == > fu=f(xr)

If f(x )=0 then you have found the root andIf f(xr)=0 then you have found the root and 
need go no further!
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4 See if the new x and x are close enough for4. See if the new xl and xu are close enough for 
convergence to be declared. If they are not go back 
to step 2to step 2.

• Why this method?
– Faster
– Always converges for a single root.

See Sec.5.3.1, Pitfalls of the False-Position Method
Note: Always check by substituting estimated root in theNote: Always check by substituting estimated root in the 
original equation to determine whether f(xr) ≈ 0.
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OPEN METHODSOPEN METHODS
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Simple Fixed point IterationSimple Fixed-point Iteration
R h f i h i h•Rearrange the function so that x is on the 

left side of the equation:

)(0)( =⇒= xxgxf
...2,1,k,given)( 1 == − okk xxgx

B k ti th d “ t”•Bracketing methods are “convergent”.

•Fixed-point methods may sometime•Fixed-point methods may sometime 
“diverge”, depending on the stating point 

(i iti l ) d h th f ti b h
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Almost linear
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Convergence Fi 6 2Convergence Figure 6.2

• x=g(x) can be expressed 
as a pair of equations:
y1=xy1

y2=g(x) (component 
equations)equations)

• Plot them separately.
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ConclusionConclusion

• Fixed-point iteration converges if 

)f( )lithf( l1)(′ p x)f(x)line theof(slope1)( =′ pxg

•When the method converges, the error is 
roughly proportional to or less than the error ofroughly proportional to or less than the error of 
the previous step, therefore it is called “linearly 

”convergent.”
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Newton Raphson MethodNewton-Raphson Method

• Most widely used method.
• Based on Taylor series expansion:y p

!2
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Newton-Raphson formula
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Fig. 6.5

• A convenient method for 
functions whose

Fig. 6.5

functions whose 
derivatives can be 
evaluated analytically Itevaluated analytically. It 
may not be convenient 
for functions whosefor functions whose 
derivatives cannot be 
evaluated analyticallyevaluated analytically.
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Fig. 6.6

Ej. 
f(x)=exp(-x)-( ) p( )

x
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The Secant MethodThe Secant Method
• A slight variation of Newton’s method for g

functions whose derivatives are difficult to 
evaluate. For these cases the derivative can be 
approximated by a backward finite divided 
difference.
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• Requires two initial 

Fig. 6.7

q
estimates of x , e.g,  xo, 
x1. However, because 
f(x) is not required to 
change signs between 
estimates it is notestimates, it is not 
classified as a 
“bracketing” method.g

• The secant method has 
the same properties asthe same properties as 
Newton’s method. 
Convergence is not 
guaranteed for all xo, 
f(x).
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Fig. 6.8
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The Modified Secant MethodThe Modified Secant Method
• Rather than using two arbitrary values to estimate the 

derivative, an alternative approach involves a fractional 
perturbation of the independent variable to estimate 
f`(x)f (x).
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Where ‘delta’ is a small  fraction change
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Roots of Polynomialsy
Chapter 7

• The roots of polynomials such asThe roots of polynomials such as
n

non xaxaxaaxf ++++= K2
21)( nonf 21)(

Follow these rules:

1. For an nth order equation, there are n real or 
complex roots.p

2. If n is odd, there is at least one real root.

3. If complex root exist in conjugate pairs (that is, 
λ+μi and λ-μi), where i=sqrt(-1).
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Conventional MethodsConventional Methods

h ffi f b k i d h d• The efficacy of bracketing and open methods 
depends on whether the problem being solved 
involves complex roots. If only real roots exist, 
these methods could be used. However,
– Finding good initial guesses complicates both the 

open and bracketing methods, also the open 
methods could be susceptible to divergence.

• Special methods have been developed to find p p
the real and complex roots of polynomials –
Müller and Bairstow methods.
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Müller MethodMüller Method
• Müller’s method obtains a root estimate by y

projecting a parabola to the x axis through three 
function values. Figure 7.3g
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Müller MethodMüller Method

• The method consists of deriving the 
coefficients of parabola that goes through the p g g

three points:

1. Write the equation in a convenient form:

cxxbxxaxf +−+−= )()()( 2
2

22
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2 The parabola should intersect the three points [x2. The parabola should intersect the three points [xo, 
f(xo)], [x1, f(x1)], [x2, f(x2)]. The coefficients of the 
polynomial can be estimated by substituting threepolynomial can be estimated by substituting three 
points to give

cxxbxxaxf +−+−= )()()( 2
2

2

cxxbxxaxf

cxxbxxaxf ooo

+−+−=

++

)()()(

)()()(

21
2

211

22

3. Three equations can be solved for three unknowns,

cxxbxxaxf +−+−= )()()( 22
2

222

3. Three equations can be solved for three unknowns, 
a, b, c. Since two of the terms in the 3rd equation 
are zero, it can be immediately solved for c=f(x2).
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• Roots can be found by applying an alternative form of• Roots can be found by applying an alternative form of 
quadratic formula:

c2
acbb

cxx
4

2
223
−±

−
+=

• The error can be calculated as
acbb 4±

%10023

x
xx

a
−

=ε

• ±term yields two roots the sign is chosen to agree with b This

3x

• ±term yields two roots, the sign is chosen to agree with b. This 
will result in a largest denominator, and will give root estimate 
that is closest to x2.
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• Once x3 is determined, the process is 
repeated using the following guidelines:repeated using the following guidelines:

1. If only real roots are being located, choose the 
two original points that are nearest the new roottwo original points that are nearest the new root 
estimate, x3.

2 If b th l d l t ti t d2. If both real and complex roots are estimated, 
employ a sequential approach just like in secant 

th d d t l dmethod, x1, x2, and x3 to replace xo, x1, and x2.
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Tarea
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Polinomial evaluation and 
Differenciation
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Evaluating the polinomial

Evaluating the polinomial and its derivativeEvaluating the polinomial and its derivative 
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Polynomial deflation

This is to eliminate the found root from the 
polynomial 

Forma factorizada

Roots

Si se divide el polinomio entre cualquiera de sus factores, el resultado serà 
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Seudocódigo Ejemplo:
f(x)=(x 4)(x+6)=x^2+2x 24

r= a(n)
a(n)=0

f(x)=(x-4)(x+6)=x 2+2x-24

Dividiento entre x-4a(n)=0
DOFOR i = n-1,0,-1

s=a(i) Usando los parametros de suedocódigo:s a(i)
a(i)=r

R=s+(r*t)

n=2,a0=-24,a1=2,a2=1 y t=4

Entonces r=a2=1ENDDO Entonces r=a2=1
a2=0

Iterando en el loop desde i=2-1 hasta 0:

P i 1

Divide un polinomio 
de n-ésimo grado 

i l Para i=1entre un monomial 
x-t
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s=a1=2
a1=r=1

r=s+rt=2+1(4)=6

Para i = 0,

s=a0=-24
a0=r=6

r=-24+6(4)=0

Entonces a0+a1x=6+xEntonces, a0+a1x=6+x
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